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Abstract 
 
The Gunung Maligas District Office is a government agency tasked with running a government program, namely the Social Assistance 
Receipt program, to run the social assistance program, many residents complain that they do not receive assistance, while some residents 
who are considered capable actually get assistance, where each aid program is have different criteria in determining the recipient. Due to 
the large number of existing aid programs with different criteria in determining the acceptance of the aid program, of course, local gov-
ernment staff will have difficulty in conducting the selection process. So we need a system that is able to help local government staff to 
more easily determine the recipients of the social assistance. Based on the historical data of beneficiaries, recommendations for the clas-
sification of beneficiaries can be made that will assist government staff. Classification can be done using the C4.5 algorithm. In this study, 
it has parameters, namely, occupation, income, housing conditions and number of dependents. By applying the C4.5 data mining algo-
rithm, it is hoped that it will make it easier and faster for government staff to determine the recipients of social assistance at the Gunung 
Maligas District Office. 
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1. Introduction 
 
The social welfare of the community is always faced with various kinds of problems. Social problems such as poverty that 
will have an impact on people's lives. To overcome this problem, the government provides assistance [1],[2]. Social assis-
tance is assistance in the form of money or goods that are not continuous and selective which aims to improve people's wel-
fare [3],[4],[5]. To overcome this problem, the Gunung Maligas District Office always routinely implements the govern-
ment program regarding the provision of social assistance to underprivileged residents [6],[7]. The assistance program is 
one of the cash social assistance programs (BST), where each aid program has a procedure, the Gunung Maligas Sub-
district Office has a procedure, namely by conducting a selection process for each citizen, each aid program has different 
criteria in determining the recipient. With so many existing aid programs with different criteria, of course, local govern-
ment staff will find it difficult to carry out the selection process [8],[9]. Based on these problems, a method is needed to 
make it easier to determine beneficiaries so that the people who get assistance are recipients who really need or are right on 
target [10],[11]. One method that can be used in this research is the application of data mining algorithm C4.5 [12],[13]. In 
determining the classification of aid program recipients based on predetermined variables [14],[15]. By using the C4.5 al-
gorithm, it is expected to produce a decision tree model that can predict families who are eligible to receive assistance pro-
grams and can assist local government staff in determining decision trees [16],[17]. Previous research by Hariati et all, on 
the application of the C4.5 Algorithm in determining the recipients of local government assistance programs in Kutai Kar-
tanegara district obtained the results that the C4.5 algorithm can be applied to the application of determining the recipients 
of local government assistance programs by using a rule formed from the results. the highest accuracy on training data is 
85% with a total of 105 data [18]. 

2. Research Method 

The following will explain how to describe the scientific way to solve research problems. The method used in this study is 
the C4.5 Algorithm. The results of this study were carried out to produce a decision rule tree model for recipients of social 
assistance programs in accordance with the requirements. The research design carried out for determining the recipients of 
social assistance using the C4.5 algorithm begins by analyzing problems related to recipients of social assistance and de-
termining the variables used. Furthermore, studying literature is based on references made to obtain information in research. 
Collecting data using a questionnaire by distributing it to people who receive social assistance, then Analysis is a process 
carried out for determining social assistance recipients by using the variables used in the study. Implementation using the 
Rapidminer version 5.3 application as a tool and the results are the results obtained from this research. It will be used as 
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new knowledge in determining social assistance recipients. The data collection carried out in this study uses library re-
search by utilizing libraries and journals as references used in research and field research (Field Work Research) research is 
carried out directly in the field using questionnaires, literature studies, interviews and observations. 

 Work Activity Diagram The research carried out is described in the activity diagram in Figure 1 below: 

 

Figure 1. Research Activity Diagram 

Figure 1 describes the author or user in identifying the problem and the purpose of the research carried out, collecting data 
in the form of a questionnaire given, on the Rapidminer application. 

3. Results And Discussion 
 
In this study, the authors obtained data from the questionnaire results from the Gunung Maligas sub-district office with a 
total of 50 data. To make it as a root, it was based on the highest gain value of the existing attributes. To calculate the gain, 
use a formula like the following [19],[20],[21] : 
 
 𝑮𝒂𝒊𝒏(𝑺, 𝑨) = 𝑬𝒏𝒕𝒓𝒐𝒑𝒚(𝑺) − ∑ |𝑺𝒊|

|𝑺|
𝒏
𝒊%𝟏 ∗ 𝑬𝒏𝒕𝒓𝒐𝒑𝒚(𝑺𝒊) (1) 

 
Information: 
A = Attribute 
S  = Set of cases 
S1 = Number of samples 
 
Before getting the gain value, the entropy value is sought first. To find the entropy value, use the following formula 
[22],[23],[24]: 
 
 𝑬	(𝒔) = ∑ −𝒏

𝒊%𝟏 𝒑𝒊 ∗ 𝒍𝒐𝒈𝟐	(𝑷𝒊) (2) 
 
Information : 
S = Set of cases 
S1  = Number of samples 
Pi  = Proportion\ 
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3.1. Data Processing Using C4.5 . Algorithm 
 
The following are the steps of data processing with the C4.5 Algorithm in order to obtain a model of decision tree rules for 
social assistance recipients in accordance with the data obtained from the questionnaire. For the calculation of the C4.5 
algorithm, it can be described as follows [25]: 
Step 1: Counting the number of cases, the number of cases for a feasible decision, and the number of cases for an invalid 
decision. Calculating the total Entropy: 
Entropy [Total] = -9()

*+
: × log2 9()

*+
: − 9,(

*+
: × log2 9,(

*+
: = 0,958042 

 
Step 2: Then, calculate the entropy and gain for each data attribute. The following is the calculation of the Entropy and 
Gain values. Calculating Entropy and Job Gain: 
 
Entropy [Work-Labor] =-(0/21)x log2⁡〖(0/21)-(21/21)x log2⁡(21/21) 〗=0 
Entropy [Job-PNS] = -(7/7)x log2⁡〖(7/7)-(0/7)x log2⁡(0/7) 〗=0 
Entropy [Job-Entrepreneur]= -(5/12)x log2⁡〖(5/12)-(7/12)x log2⁡(7/12) 〗=0,979869 
Entropy [Private-Employee Job]= -(7/10)x log2⁡〖(7/10)-(3/10)x log2⁡(3/10) 〗=0,881291 
Gain [Total, Employment] = 0,958042-((21/50)x0+(7/50)x0+(12/50)x0,979869+(10/50)x0,881291=0,546615) 
 
Calculating Entropy and Gain Reliability: 
Entropy [Excellent-Earning] = -(3/3)x log2⁡〖(3/3)-(0/3)x log2⁡(0/3) 〗=0 
Entropy [Good-Income] = -(4/4)x log2⁡〖(4/4)-(0/4)x log2⁡(0/4) 〗=0 
Entropy [Income-Sufficient] = -(11/15)x log2⁡〖(11/15)-(4/15)x log2⁡(4/15) 〗=0,836641 
Entropy [Income-Low] = -(0/0)x log2⁡〖(0/0)-(19/19)x log2⁡(19/19) 〗=0 
Entropy [Income-Very Less] = -(0/0)x log2⁡〖(0/0)-(9/9)x log2⁡(9/9) 〗=0 
Gain [Total, Earnings] = 0,958042-((3/50)x0+(4/50)x0+(15/50)x0,836641+(19/50)x0+(9/50)=0,707050) 
 
Then do the same calculation for the next variable. After that, the gain is calculated for each attribute. The calculation re-
sults are shown in table 1 below. 

Table 1. Calculation Results of Node 1 
Node 1 Amount Worthy Not Worthy Entrophy Gain 
Total 50 31 19 0,958042  

Work      0,546615 
 Laborer 21 21 0 0,000000  
 PNS 7 0 7 0,000000  
 Entrepreneur 12 7 5 0,979869  
 Private employees 10 3 7 0,881291  

Income      0,707050 
 Very good 3 0 3 0,000000  
 Good 4 0 4 0,000000  
 Enough 15 4 11 0,836641  
 Not enough 19 19 0 0,000000  
 Very less 9 9 0 0,000000  

Dependent 
Amount 

     0,13209 
 A huge amount 3 2 1 0,000000  
 Lots 37 26 11 0,877962  
 A little 10 3 7 0,881291  
       

Home Condi-
tion 

     0,41613 
 Permanent 15 2 13 0,566510  
 Semi Permanent 22 16 6 0,845351  
 Board 9 9 0 0,000000  
 Bamboo 4 4 0 0,000000  
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From the results of the calculations in table 1, the highest value obtained is the Income attribute with a Gain value of 
0.707050. So what is used as the root node is the Income attribute, which consists of five sub-attributes, namely Very good, 
Good, Enough, Not enough, and Very less. The decision tree obtained based on Node 1 calculations is as follows: 

 
Figure 2. Decision Tree 1 

 
From figure 2. from the calculation of Node 1, the Income attribute is used as the root node. As for the Enough and Not 
enough attribute classes based on the respective Entropy values, the results between the Worthy or Not Worthy decisions 
have not been obtained, so further calculations need to be carried out. The following is the result of the calculation of the 
Income = Enough attribute which can be seen in Table 2. 
 

Tabel 1. Node Calculation Results 1.1 
Node 1.1 Amount Worthy Not Worthy Entrophy Gain 

Income = Enough 15 4 11 0,836641   
Work           0,241995 

  Laborer 0 0 0 0   
  PNS 0 0 0 0   
  Entrepreneur 6 0 6 0,000000   

 Private employees 9 4 5 0,991076   
Dependent 

Amount           0,327609 
  A huge amount 1 1 0 0,000000   
  Lots 8 3 5 0,954434   
  A little 6 0 6 0,000000   

              
Home Condi-

tion           0,303307 
  Permanent 7 0 7 0,000000   
  Semi Permanent 8 4 4 1,000000   
  Board 0 0 0 0,000000   
  Bamboo 0 0 0 0,000000   

 
From Table 2. the calculation results that become branch nodes of Income-Enough are Dependent Amount with the highest 
Gain value of 0.327609. The attribute class values A huge amount, and A little, are zero, so no calculation is necessary. The 
value of the Enough attribute class has classified one decision . The decision tree obtained based on the calculation of Node 
1.1 is as follows: 
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Figure 3. Decision Tree 2 

 
In finding the results of the next calculation on the Income-Enough root node and the Dependent Amount-Lots branch 
node, it can be shown in the following table 3. 
 

Table 3. Node Calculation Results 
 

Node 1.2 Amount Satisfied 
Not Sat-

isfied Entrophy Gain 
Income = Enough & Dependent 

Amount = Lots 
8 3 5 0,954434   

    0,548795 
Work             

  Laborer 0 0 0 0,000000   
  PNS 0 0 0 0,000000   
  Entrepreneur 4 1 3 0,811278   

  Private employees 4 2 2 1,000000   
Home Condition           0,048795 

  Permanent 4 1 3 0,811278   

  Semi Permanent 4 2 2 1,000000   
 Board 0 0 0 0,000000   

  Bamboo 0 0 0 0,000000   
 
From the calculation results in table 3, the attributes that become branch nodes of Income – Enough and Dependent 
Amount – Lots are Work.. Where the attributes of Work consist of Laborers, PNS, Private employees, and Entrepreneurs. 
Where Laborer has obtained a decision, civil servants have obtained a decision. As for the sub-attributes Private employees 
and Entrepreneurs have not received a decision, it will be recalculated. Then the decision tree can be described from the 
table above as follows: 
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Figure 4. Decision Tree 3 
 
Next, perform calculations on the branch nodes of the Income – Enough, Dependent Amount – Lots, Work – Private em-
ployees and Entrepreneur attributes as shown in table 4. 
 

Table 4. Node Calculation Results 1.1.1 
 

Node 1.1.1 Amount Satisfied 
Not 

Satisfied Entrophy Gain 

Income = Enough & Dependent Amount = 
Lots & Work = Private employees & Entre-

preneur 

4 2 2 1,000000 0,000000 
          
          
          

Home Condition             
  Permanent 2 1 1 1,000000   
  Semi Permanent 2 1 1 1,000000   
  Board 0 0 0 0,000000   
  Bamboo 0 0 0 0,000000   

 
From the calculation results in table 4, the attributes that become branch nodes of Income – Enough and Dependent 
Amount – Lots are Work.. Where the attributes of Work consist of Laborers, PNS, Private employees, and Entrepreneurs. 
Where Laborer has obtained a decision, civil servants have obtained a decision. As for the sub-attributes Private employees 
and Entrepreneurs have not received a decision, it will be recalculated. Then the decision tree can be described from the 
table above as follows: 
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Figure 5. Decision Tree 4 

 
Next, perform calculations on the branch nodes of the Income – Enough, Dependent Amount – Lots, Work – Private em-
ployees and Entrepreneur attributes as shown in table 5. 

 
Table 5. Node Calculation Results 1.1.2 

Node 1.1.2 Amount Satisfied 
Not Satis-

fied Entrophy Gain 

Income = Enough & Dependent 
Amount = Lots & Work = Private 

employees & Entrepreneur 

4 1 3 0,811278 0,000000 
          
          
          

Home Condition             
  Permanent 4 1 3 0,811278   

  
Semi Perma-

nent 0 0 0 0,000000   
  Board 0 0 0 0,000000   
  Bamboo 0 0 0 0,000000   

 



Journal of Artificial Intelligence and Engineering Applications  125 

 
From the above calculation results in table 5. The attributes that become branch nodes of Income – Enough, Dependent 
Amount – Lots, Work-Private employees and Entrepreneurs, are Home Condition – Permanent, and Semi Permanent. At-
tributes from Home Condition – Permanent, Semi Permanent, Board, and Bamboo. Where Semi Permanent, Board, Bam-
boo already have a decision. Meanwhile, the Permanent sub attribute has not yet received a decision, so it will be recalcu-
lated. Then the decision tree can be described from the table above as follows: 
 

 
Figure 6. Decision Tree 5 

 
Next, perform calculations on the branch nodes of the Income – Enough, Dependent Amount – Lots, Work – Private em-
ployees and Entrepreneur, Home Condition – Permanent attributes as shown in table 6. 

 
Table 6. Node Calculation 1.1.3 

 
Node 1.1.2 Amount Satisfied 

Not Sat-
isfied Entrophy Gain 

Income = Enough & Dependent 
Amount = Lots & Work = Private em-

ployees & Entrepreneur 

4 1 3 0,811278 0,000000 
          
          
          

Home Condition             
  Permanent 4 1 3 0,811278   
  Semi Permanent 0 0 0 0,000000   
  Board 0 0 0 0,000000   
  Bamboo 0 0 0 0,000000   

 
From the above calculation results in table 6, the attributes that become branch nodes of Income – Enough, Dependent 
Amount – Lots, Work-Private employees and Entrepreneurs, are Home Condition – Permanent, and Semi Permanent. At-
tributes of Home Condition – Permanent, Semi Permanent, Board, and Bamboo .. Where the sub attributes Permanent, 
Semi Permanent, Board, Bamboo already have a decision so the calculation is complete. Then the decision tree can be de-
scribed from the table above as follows: 
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Figure 7. Decision Tree 6 

 
In the calculation above, there are 12 rules that can be used as a reference in determining the main factors that influence the 
recipients of Social Assistance. 

 

4. Conclusion  

From the results of the research conducted, the conclusions that can be drawn based on the discussion of Social Assistance Recipients 
Using the C4.5 Algorithm are that the attribute that has the highest influence in determining the recipients of Social Assistance is Income. 
This is indicated by the Income attribute which occupies the root node in the decision tree diagram, and the Work attribute as the second 
factor in determining Social Assistance Recipients. It can be seen in the decision tree diagram that the Work attribute is located in a 
branch node under Income and based on the implementation of the test results with RapidMiner, a decision tree model is obtained that 
displays the rules that can be used for Social Assistance Recipients. 
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